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Events-coverage based spatio-temporal association
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Abstract: Spatio-temporal association rules mining is a key technology and a hot issue in the field of spatio-temporal data
mining. The classical Apriori algorithm is usually utilized to detect the spatio-temporal association rules from the spa-
tio-temporal transaction table, which is derived from the original spatio-temporal data. In most existing approaches to generate
the spatio-temporal transaction table, many defects, such as data redundancy, further affects the efficiency of spatio-temporal
association rules mining. This paper proposes an events-coverage based spatio-temporal association rules mining (ECSTAR for
short) to overcome these limitations. ECSTAR employs the event’s coverage to divide the researching spatio-temporal domain
into some cells to generate a spatio-temporal transaction. Among each cell, spatio-temporal relationship predications are utilized
to present the spatio-temporal relationship between the events and spatio-temporal objects. Thus, the spatio-temporal transaction
table is built and spatio-temporal association rules are mined by the Apriori algorithm. Moreover, many concepts about ECSTAR
are expounded and its algorithm is narrated in detail. Finally, a practical experiment demonstrates the feasibility and validity of
the ECSTAR.
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1 INTRODUCTION

Spatio-temporal data mining (STDM for short), an important
tool for spatio-temporal analysis, is utilized to discover poten-
tial information and knowledge hided within magnanimous
spatio-temporal data (Hsu et al., 2008). STDM includes five
sub-fields: spatio-temporal association rules (STARs for short)
mining, spatio-temporal sequential pattern mining, spatio-
temporal data prediction, spatio-temporal clustering, and spatial
discriminate rules mining. As a key technology in the field of
STDM, STARs mining could discover potential spatio- temporal
association relationships from spatio-temporal data set. The
most existing association rules (ARs for short) mining methods
only focus on temporal or spatial data mining, and do not con-
sider time and space integration. Currently, a few resear-
chers employ spatio-temporal transaction table to detect the
STARs. These methods include: (1) spatio-temporal relation-
ship based method, and (2) spatio-temporal division based
method. The former usually employs the spatio-temporal rela-
tionship among spatio-temporal objects to construct the spa-
tio-temporal transaction table, and then to detect STARs. Celik
et al. (2006) studied continuous emerging spatio-temporal
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co-occurrence patterns algorithm (SECOP); however, the algo-
rithm dissever the nature spatial and temporal property of a
spatio-temporal object, and its computation is very intricate. Su
et al. (2004) proposed a spatio-temporal configuration model
for environmental changing. The model is suitable for spa-
tio-temporal database which changes continuously. Meng (2005)
and Li (2001) developed the concept of ARs credibility, being
relevant to the time, and proposed an ARs mining algorithm for
temporal data. Li et al. (2003) proposed calendar-based tempo-
ral association rules algorithm. From the above overview, it
may be found that these methods only focus on the temporal
association rules mining. However, the spatial relationship
among the entities is not considered. Presently Ren et al. (2003)

and Verhein and Chawla (2006) utilized the object - relationship
database to establish mobile spatio-temporal database, and then
mined mobile objects routing STARs relying on the seman-
tic-based spatio-temporal relationship expression. But this
method does not suit other non-mobile spatio-temporal data-
base.

The spatio-temporal division based STARs mining method divi-
des spatio-temporal domain into lots of fixed cells, then constructs
transaction table by means of these cells. Mennis and Liu (2005)
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firstly proposed a method which divides the researching area into a
number of spatial fixed cells and constructed mining table based on
spatio-temporal relationship in each cell, then mined association
rules in mining table. Yu et al. (2008) reseached a spatio-temporal
division based method via the expansion of cellular automata, and
utilized genetic algorithm to find the transition rules of cellular
state (Hu, 2006). Wang et al. (2008) proposed a time series predic-
tion and association rules mining method for spatio-temporal
snapshot database. They assumed to improve the ARs mining effi-
ciency via clustering spatio-temporal sequence. For these spa-
tio-temporal division based methods, the size of cell impacts seve-
rely the result and computational efficiency. Moreover, the attribute
of cell should be interpolated sometimes, so the uncertainty of
interpolation also affects the reliability of mining results.

As mentioned above, it plays a magnificent role to build
spatio-temporal transaction table in the process of mining
STARs and directly impact the efficiency of computation and
mining results. To overcome these limitations, an Events-Cove-
rage based Spatio-Temporal Association Rules mining (ECSTAR
for short) is proposed in this paper. The event’s coverage is emp-
loyed to divide the researching spatio-temporal region into cells
firstly, and then construct spatio-temporal transaction relying on
these cells. This method may remove the data redundancy, and
the efficiency of calculation and the reliability of the results in the
process of mining could be improved.

2 SPATIO-TEMPORAL EVENT AND EVENT
COVERAGE

In the real world, the evolution of spatio-temporal object
may be mainly controlled by some important events, and these
events only affect a certain spatio-temporal scope. Namely, the
event only affects some spatio-temporal objects in the temporal
and spatial scope. Spatio-Temporal Event (STE for short) is an
object which could affect a certain spatio-temporal scope. Gen-
erally, the appearance, disappearance or change of spa-
tio-temporal object may be a STE, which could affect the other
objects nearby. Obviously, the STE is related to the research
area and is relative. In an application field, a thing may be a
STE, but may not be one in another application field. The rain-
ing, for example, is a very important STE in the field of geo-
logical disaster monitoring, while it is not a meaningful event in
the field of LBS (location-based services).

Spatio-temporal coverage (STC for short) is the coverage
domain of a STE. The time projection of STC is temporal cov-
erage length (denoted by w), and the space projection of STC is
spatial coverage domain (denoted by s). The time coverage of
STE is one-way, which is range from the beginning of the event
to the extinction of it. For simplicity, this paper assumes that
the STC is homogeneous in different direction, namely, STE’s
effect is related only to the distance, and has nothing on with
the direction. Therefore, the STC is a circle area, where the spot
of STE is the center and coverage distance is the radius. In Fig.
1, the temporal coverage length of STE,, whose w;=3, and the
spatial coverage domain of the STE; includes O;~Os. That is,

STE; affects the attributes of O;~Os in the period from t; to t,.s.
Similarly, STE; affects the attributes of Og~Og in t,~ ty.s.
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Fig. 1 Illustration of spatio-temporal event coverage

In the process of spatio-temporal evolution, the STE may
closely impact the attributes of other spatio-temporal objects in
the STC. Spatio-temporal association rules mining relying on
events coverage is equivalent to mine association rules between
spatio-temporal events and the attributes of other spa-
tio-temporal objects in the STC. Thus, the STC may be used to
build spatio-temporal transaction table and mine STARs, which
is the theoretical basis of the method proposed in this paper.

3 STC BASED SPATIO-TEMPORAL TRANSAC-
TION TABLE

According to the STC, the spatio-temporal domain could be
divided into lots of spatio-temporal transaction cells. In each
cell, a spatio-temporal transaction record is built depending on
the concept generalization method, which is commonly utilized
in data mining to discretize the continuous numerical data. The
concept generalization method mainly includes the iso-deep
method and the iso-wide method. The former method separates
the samples into a few groups and each group have equal sam-
ples. The latter method separates the samples into some groups
with the equal interval. In specific application areas, we should
choose the appropriate principles of concept generalization
method referring to the background knowledge. The rainfall,
for example, should be grouped referring to the classification
methods in the meteorological field.

In this paper, the spatio-temporal objects, having a signifi-
cant impact on its spatio-temporal adjacent domain, are named
as the spatio-temporal events. The tables, recording spatio-
temporal events, are named as spatio-temporal event table
(STET for short). The other spatio-temporal objects impacted
by the spatio-temporal events are named as spatio-temporal
objects (STO for short). Thus, the tables recording spatio-temporal
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objects are named as spatio-temporal table (STDT for short).
Then, the spatio-temporal data sets include the STET and
STDT, etc. The concept generalized procession for the spa-
tio-temporal data includes: (1) to generalize the STET, (2) to
generalize the STDT, (3) to Generalize the spatial relationships
between STEs and STOs, and (4) to generalize the temporal
relationships between STEs and STOs.

According to single or multi-items, the concept generaliza-
tion method is employed to generalize the STET and STDT,
and to divide the STEs and the spatio-temporal data into a few
corresponding concept-lattices. The generalized table of the
STEs is named as events generalized table (EGT for short), and
the generalized table of spatio-temporal data is data generalized
table (DGT for short). The concept generalization of the spa-
tio-temporal relationship between the STEs and the STOs,
which requires the algebra operations among tables (i.e. join
and project), is relatively complicated. The process of the con-
cept generalization of spatial relationship between the STEs and
the STOs includes: (1) to join the STET to the STDT and com-
pute their spatial distance, and (2) to present the spatial distance
via the spatial predictions. These predictions includes IsFarTo,
IsMediumTo , IsCloseTo and so on. Supposed DG (¢) to denote
the operator of distance generalization, the spatial generalized
table between STEs and STOs can be expressed as follows:

SGT=DG(0piss(ste,sto)<r(STET ><I STDT)) (€
In Eq. (1), ois selecting operator, one of the relational algebras,
and Dists(ste, sto) aims to compute spatial distance between
STEs and STOs, Dists(ste, sto)<:r is the requirement of the selec-
tion, which aims to filter all spatial objects with the condi-
tion, namely spatial distance is less than r, I><] denotes Carte-
sian product.

This paper also utilizes temporal predication such as Con-
current, Follow, Behind; to represent temporal relationship be-
tween STEs and STOs when generalizing temporal relationship.
Being similar to the process of spatial concept generalization,
the process of temporal concept generalization includes: (1) to
compute temporal distance via joining STET to STDT, (2) to
utilize temporal distance generalization to generate time gener-
alized table (TGT for short). If used TG (¢) to denote the op-
erator of temporal generalization, time generalized table can be
expressed as follows:

TGT:TG(O'Distt(ste,sto){w(STET ><ISTDT)) 2

In Eq. (2), Distt(ste, sto)<<w aims to filter all STOs, whose
temporal distance is less than w.

Events-coverage based spatio-temporal transaction table (STT
for short) is the result of the operations of join and projection
among EGT, DGT, SGT and TGT. It can be depicted as follows:

STT=Tiexpress(EGT ><IDGT P<ISGT D<ITGT) 3)

In Eq. (3), = is the projecting operator, the Express is the ex-
pression of data items, which contains at least one spatial rela-
tionship item and one spatio-temporal relationship item. mepress is
to select data items in the express via joining EGT, DGT, SGT,
TGT.

4 EVENTS-COVERAGE BASED SPATIO-TEMPO-
RAL ASSOCIATION RULES

For the data items of spatio-temporal transaction table, this
paper uses 7 to denote the temporal relationship items and spa-
tial relationship items, and uses | to denote all the items among
spatio-temporal table, then the pre-incident X < Uz, post-
incident Y < I(X NY=Z), where X contains at least one tempo-
ral relationship item and one spatial relationship item. The
temporal relationship items and the spatial relationship items
among X are named as spatio-temporal items (denoted as ¢).
Thus, p=XNz, the records of ¢ is denoted as EGT<g> in spa-
tio-temporal events generalized table. The records of ¢, X, Y,
XUY is respectively denoted as STT<¢>, STT<X>, STT<Y>,
STT<XUY>, where STT<XUY> denotes the records for X
and Y happening at the same time.

The events-coverage based STARs mining is dandified as
follows:

Definition 1 An spatio-temporal association rule is an
form like X=Y(p%, s%, c%), where p% is the event probability,
s% is the support, c% is the confidence .

Definition 2  The event probability, the ratio of the number
of records including ¢ to all the records of EGT, is expressed as
follows:

. |EGT <>
probability(p) =*———
|ECT]

In Eq. (4), the event probability p% denotes the probability
of occurrence of ¢, In order to prevent some small-probability
events generating the greater support and confidence, this paper
utilizes a given minimum threshold minPr of p% to weed the
small probability events from spatio-temporal transaction table.
Therefore, the efficiency and the credibility of spatio-temporal
association rules could be improved.

Definition 3 The support is the ratio of the number of
transactions, which records X and Y happening concurrently, to
the number of transactions including ¢ in the STT. The support
could be expressed as follows:

(4)

|STT < X LY 5

Support(X =VY) = ‘ HSTT P >H (5)

The support denotes the ratio of the number of transactions
recording X and Y happening concurrently to the number of
transactions including all the spatio-temporal items.

Definition 4 The confidence is the ratio of the number of
transactions recording X and Y happening concurrently to the
number of transactions recording X only happening in the STT.
The confidence could be expressed as follows:

[STT <X LY 5|

Confidence(X = Y) = HSTT X H
< >

(6)

Definition 5 The expected confidence, namely the ratio of
the number of transactions including X to the number of trans-
actions including ¢, could be expressed as follows:
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STT < X >|

_|
ECX V)= e %

Definition 6 The lift, namely the ratio of confidence to ex-
pected confidence, could be expressed as follows:
Confidence(X =)

EC(X =Y)

If minSup denotes the minimum support threshold, and

minConf denotes the minimum confidence threshold, all rules,

®)

Lift(X =Y) =

Input:
1) spatio-temporal events table STET
2) spatio-temporal table STDT
3) rand w
4) minPr, minSup, minConf

Output: the set of spatio-temporal association rules

EADSTAR (STET, STDT, r, w, minPr, minSup, minConf)
{
EGT = STET_Generalize(STET) ;
EGT = Prune (EGT, minPr);

DGT = STDT_Generalize(STDT);

whose p% =minPr, s%=minSup, c%=minConf, and Lift>1, are
called strong STARSs, which are potential interesting and useful.

5 ECSTARALGORITHM

The mining process of ECSTARSs includes: (1) to generalize
data, (2) to build spatio-temporal transaction table, and (3) to
mine association rules from the STT. Thus, ECSTAR algorithm
could be described as follows:

/lto generalize STET
/[ to utilize minPr to prune EGT

//to generalize the spatio-temporal data

SGT = DG (0pistsstesto)<r (STET <1 STDT)); //to generalize the spatial relationship

TGT =TG (Opististest.op<w (STET >I STDT)); //to generalize the temporal relationship

STT = Teypress (EGT D>IDGT D] SGT <] TGT);

/1 to build SIT table

STARs = GetSTARs (STT, minSup, minConf ) ; // mine association rules

Return STARsS;
}
/I The process to prune the STARS
Procedure Prune (EGT, minPr)

{

For each e = XNt
{

if |[EGT<e>|| / ||EGT||<minPr then

{
Delete all EGT<e> from EGT;

}
Return EGT,;

}

/I to delete all the records of small probability events from EGT

I/l The process to mine spatio-temporal association rules from spatio-temporal transaction table.

GetSTARS (STT, minSup, minConf )
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STARs=& /I to initialize the set of spatio-temporal relationship rules

for each icX
for each jcY
foreachecinr

{

Sup= [|ISTT<iUj>||/ |STT<e>|; // to compute Support

Conf=||STT<iUj>||/ ||STT<i>||; // to compute Confidence

Lift= (JSTT<i U j>||x||STT<e>|])/ |STT<i>||%; //to compute Lift

If Sup=minSup/\ Conf=minConf A Lift=1
STARs=U {“i=j"};
}
Return STARs;

In order to reduce the computational complexity and im-
prove the efficiency of algorithm, EADSTAR should prune
EGT to reduce the number of records, which are involved in
later computing steps, after generalized STET.

6 EXPERIMENTS

The data, including three air quality monitoring stations and
two rainfall stations in a city locating in southern china from
2004 to 2005, are employed to verify the feasibility of the
ECSTAR. All the stations are shown in Fig. 2.

The data items of the air quality monitored table include sta-
tion number, monitoring date, average daily concentration of SO,,
average daily concentration of PMy, and average daily concen-
tration of NO,. Some data is shown in Table 1. The data items of
the rainfall monitored table include station number, monitoring
date, rainfall, and so on. Some data is shown in Table 2.

In this experiment, the rainfall is considered as the STE, and
the association rules between rainfall and average daily con-
centration of SO,, PMyg and NO, are mined. Therefore, the
rainfall monitored table is considered as STET, and air quality
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Fig. 2 Distribution of all monitor station

monitoring table is considered as STDT. In order to present the
change of air quality, this experiment firstly computes the dif-
ference between each monitor values and the previous, and then
generalizes the difference values.

Table 1  Air quality monitored data

Average daily concentration of SO,

Average daily concentration of PM, Average daily concentration of NOy

Station number Date /(mg/m?) /(mg/r?) /(mg/m?)
KQ_001 2004-01-01 0.071 0.147 0.020
KQ_002 2004-01-01 0.019 0.141 0.023
KQ_003 2004-01-01 0.019 0.140 0.053
KQ_001 2004-01-02 0.044 0.142 0.020
KQ_002 2004-01-02 0.013 0.134 0.021
KQ_003 2004-01-02 0.015 0.137 0.051
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Table 2 Rainfall monitored data

Station number Date Rainfall/mm
JS_001 2004-01-18 6.4
JS_001 2004-01-19 4.8
JS_001 2004-02-07 80
JS_001 2004-03-28 16
JS_001 2004-03-30 32
JS_001 2004-04-01 48
JS_002 2004-05-04 13.2

It is assumed that each of the rainfall stations could impact
the whole area, namely r=42km. And the length of temporal
coverage w=4. The STT is shown in Table 3.

Supposed minPr = 5%, minSupp = 5% and minConf = 55%,
the STARs mined by the Apriori algorithm from STT are shown
in Table 4.

According to the background knowledge and logical rea-
soning, all the mined STARs should be pruned, that is, to delete
unreasonable rules, and to merge logically consistent rules. The
pruned STARs are shown in Table 5.

The results in the table 5 show that the PM,, concentration is
impacted more significantly by the rainfall than the concentra-
tion of SO, and NO,. For example, the R3, R5 and R8 denote
that the PMyq concentration increases slowly if the air monitor-
ing station is far to the rainfall monitoring station in the third
day after raining. The R1, R4, R7 and R11 denote that the PMyq
concentration declining slowly if the air monitoring station is

Table 3 Events-coverage based spatio-temporal transaction table

TID Rainfall Tenjpora_l Sp_atial ) The change of SO, average The cha_lnge of PMyo average The ch_ange of NOy average
grade relationship relationship daily concentration daily concentration daily concentration
1 Light Concurrent IsCloSTETo L+ L+ L+
2 Light Concurrent IsMediumTo L+ L+ L+
3 Light Concurrent IsFarTo L+ L+ L+
4 Moderate Concurrent IsFarTo L- L- L-
5 Light Concurrent IsCloSTETo L- M- H-
6 Light Concurrent IsMediumTo L- L- L-
7 Heavy Follow IsMediumTo / / L-
8 Light Follow ISCIoSTETo L+ L+ L+
9 Light Follow IsFarTo L- L+ L-

Note: L denotes changing slowly, M denotes changing medially, H denotes changing highly of slow, + denotes rising, — denotes falling and / denotes no

change.

Table 4 Spatio-temporal association rules

Number Spatio-temporal association rules(minSupp=5%, minConf=55%, Lift>1)
R1 torrential rain/\ Concurrent/\ IsMediumTo = PMo(L-) (Supp=8.19% Conf=66.67% Lift=84.39)
R2 heavy rain/ABehind; /\ IsFarTo = PMo(L+) (Supp=4.35% Conf=66.67% Lift=98.04)
R3 light rain A Follow A IsFarTo = PMyo(L+) (Supp=9.17% Conf=64.71% Lift=14.91)
R4 torrential rain/\Behind, /\ IsFarTo = PMo(L+) (Supp=4.09% Conf=63.64% Lift=163.18)
R5 light rain A Concurrent/\ IsMediumTo = PM(L-) (Supp=5.00% Conf=61.76% Lift=26.06)
R6 light rain A Concurrent/\ IsMediumTo = SO,(L-) (Supp=4.88% Conf=60.29% Lift=26.10)
R7 torrential rain/\Follow A\ IsFarTo = SO,(L-) (Supp=5.26% Conf=60.00% Lift=117.65)
R8 torrential rain/\ Concurrent/\ IsFarTo = PMy(L-) (Supp=20.47% Conf=58.33% Lift=29.61)
R9 torrential rain /A Concurrent /A 1IsSCIoSTETo = PMo(L-) (Supp=7.02% Conf=57.14% L.ift=84.03)
R10 moderate rain/\Behind, /\ IsFarTo = PMyo(L+) (Supp=4.19% Conf=57.14% Lift=50.57)
R11 light rain A Concurrent /A 1IsSCIoSTETo = PMy(L-) (Supp=4.52% Conf=55.88% Lift=26.11)
R12 moderate rain/\ Concurrent/\ IsFarTo = PMo(L-) (Supp=21.17% Conf=55.80% Lift=9.79)
R13 light rain A Follow A\ IsFarTo = NOy(L+) (Supp=7.86% Conf=55.46% Lift=14.91)
R14 light rain A Concurrent /A IsFarTo = PM;o(L-) (Supp=16.90% Conf=55.25% Lift=6.90)
R15 heavy rain /A Concurrent /\ IsMediumTo = NO,(L+) (Supp=5.80% Conf=55.17% Lift=61.30)
R16 heavy rain /A Concurrent/\ IsMediumTo = PM(L-) (Supp=5.80% Conf=55.17% Lift=61.30)
R17 moderate rain/\ Concurrent/\ IsMediumTo = PMo(L-) (Supp=5.66% Conf=55.10% Lift=36.25)
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Table 5 Pruned spatio-temporal association rules

spatio-temporal association rules

Number (minSupp=5%, minConf=55%, Lift>1)
R1 torrential rain /A Concurrent /\ IsMediumTo= PM;(L-)
R2 torrential rain /\ Follow /A IsFarTo = SO,(L-)
R3 torrential rain /\Behind; A IsFarTo = PMyo(L+)
R4 heavy rain/\ Concurrent/\ IsMediumTo = PMyo(L-) ANO(L+)
R5 heavy rain/\Behind; /\ IsFarTo = PM;,(L+)
R6 moderate rain/\ Concurrent/\ IsFarTo = PMq(L-)
R7 moderate rain/\ Concurrent/\ IsMediumTo = PM(L-)
R8 moderate rain /\Behind; A IsFarTo = PMyo(L+)
R9 light rain A Concurrent A IsCloseTo = PMy(L-)
R10 light rain A Concurrent A IsFarTo = PMy(L-)
R11 light rain A Concurrent /A IsMediumTo = PMyg(L-) ASO,(L-)
R12 light rain A Follow A IsFarTo = PMyg(L+) /ANOy(L+)

medium to rainfall monitoring station on the same day of rain-
ing. The R4 denotes that the NO, concentration is rising slowly,
the R11 denotes that the SO, concentration declining slowly.
Additionally, to present the STARSs, this experiment introduces
spatial distance relationship predications and temporal distance
relationship predications to express the relationship between the
rainfall events and the change of air quality. The results are
useful to the knowledge of environmental protection and are
important to the environmental protection. The results also can
prove the feasibility and practicality of the ECSTAR algorithm.

7 CONCLUSIONS

The method to mine spatio-temporal association rules based
on the events coverage utilizes it to partition the spatio-temporal
domain, and build the spatio-temporal transaction table via
using the spatio-temporal relationship predications to express
spatio-temporal relationship between the events and the objects.
Thus, the method could ignore all the spatio-temporal objects
unaffected by events and improve the efficiency of mining spa-
tio-temporal association rules via removing a large number of
redundant information. And, the interest and credibility of the
association rules are improved, too. However, the method pro-
posed in this paper is affected by the parameters r and w. So far,

there is no the effective evaluating method about the impact of
the two parameters, which is further research of this paper.

REFERENCES

Celik M, Shekhar S, Rogers J P and Shine J A. 2006. Sustained emerg-
ing spatio-temporal co-occurrence pattern mining: a summary of
results. Proceedings of the ICTAI

Hsu W, Lee M L and Wang J M. 2008.Temporal and spatio-temporal
data mining. Hershey: IGI Publishing

Hu G Z. 2006. An extended cellular automata model for data mining of
land development data. Proceeding of the 5th IEEE/ACIS Interna-
tional Conference on Computer and Information Science, Honolulu

Li X J and Meng Z Q. 2005. Data Mining of Temporal Sequence Pat-
terns in a temporal space. Microelectronics & Computer, 22(9):
29—35

Li Y J, Ning P and Wang X Y. 2003. Discovering calendar-based tem-
poral association rules. Data Knowledge Engine, 44(2): 193—218

Meng Z Q. 2001. Some properties for the associations rule of temporal
data mining. Computer Engineering and Application, 10: 86—87

Mennis J and Liu J W. 2005. Mining association rules in spa-
tio-temporal data: an analysis of urban socioeconomic and land
cover change. Transactions in GIS, 9(1): 13—18

Ren J D, Bao J and Huang H Y. 2003. The research on Spatio-temporal
data model and related data Mining. Proceedings of the Second
International Conference on Machine Learning and Cybernetics,
Xi’an, 2—5 November

SuF Z DuYY, Yang X M and Liu B Y. 2004. Geo-association rule
with spatiotemporal reasoning .Geo-Information Science, 6(4):
66—69

Verhein F and Chawla S. 2006. Mining spatio-temporal association
rules, sources, sinks, stationary regions and thoroughfares in ob-
ject mobility databases. Proceeding of the 11th International Con-
ference on Database Systems for Advanced Applications
(DASFAA'06)

Wang D W, Wang R J, Li Y and Wei B Z. 2008. Based on space-time
snapshot of database time series prediction. Computer Engineer-
ing and Application, 44(3): 180—182

Yu Y P, Chen X Y, Liu J N and Du J. 2008. Application of extended
state cellular automata to spatiotemporal data mining . Geomatics
and Information Science of Wuhan University, 33(6): 592—595



475

A P 24 52 e 3282 i I 208 S IR U

FHE P &, OKER KK

) 410083
= , :
( ECSTAR )
KgEiAE: , , .
HESES: TP751.1 MEkARIRES: A
: , , . 2010. . , 14(3): 468—481
Li G Q, Deng M, Zhang W L and Chen Y. 2010. Events-coverage based spatio-temporal association rules mining method.
Journal of Remote Sensing. 14(3): 468—481
1 L
Li  (2003) ,
Ren(2003) Verhein (2006)
(Hsu , 2008) '
( ) , Mennis  (2005)
( )l 1 1]
(2008)
, Celik  (2006) )
(SECOP),  SECOP (Hu, 2006) (2008)
(2004) ,
(STAMM), ,
(2001) (2005) ( ’
) : : :
Y #5 B #3: 2009-01-08; 1£1T B #3: 2009-05-11
HE4&I1nH: 863 ( : 2009AA127206); ( :09JJ6061);
( :200805) ( :20080101)

F—IEEBN: (1972— ), , , E-mail: ligg168@163.com



476 Journal of Remote Sensing % 2 %4k 2010, 14(3)

A e
_—— r/.6 o’/ \
' Rl .*4\ r ®STE; |
r 5 N . @ ;
) y { ® @STE‘ \} \\8\1-‘.'9 ’
) N4 .2 3/1
\\ 1 ’/1
L ) x
! tp tpia ty [
| 1 1 1 | 1 | 1 1 1 1 L 1 | 1 =
’ _ ' ! | BET
(event-coverage based Spatio-Tem- i 1
I |
poral Association Rules Mining, ECSTAR) [ NSNS
Low ! wa !
2 1
(spatio-temporal event, 3
STE) ,
(spatio-temporal coverage) ’
( w),
( s) ’
, ( " -
1, STE, w,=3, @ )
0,—0s . STEr  ty—tpes ; (4)
0,—0s , STE,  ty—tges
0s—Os (spatio-temporal events table,
STET) (spatio-temporal data table,
STDT) 1
, STET

EGT(events generalized table), STDT



477
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5 ECSTAR : (1)
3) STT

Q) STET

2) STDT

B)r w

(4)minPr, minSup, minConf
: STARs

EADSTAR(STET, STDT, r, w, minPr, minSup, minConf)

{
EGT = STET_Generalize(STET) ; /I STET

EGT = Prune(EGT , minPr); /1 minPr EGT
DGT = STDT_Generalize(STDT); 1

SGT = DG(Opists(stest.o)=r(STET ><I STDT)); /I

TGT =TG(Opist(stest,0)=w(STET ><I STDT)); //

STT = Teypress(EGT D<I DGT <1 SGT DI TGT); 1 STT
STARs = GetSTARs (STT, minSup, minConf); //

Return STARs ;
}

I

Procedure Prune(EGT , minPr)
{

for each e < XNt

{
if |EGT<e>|| |[EGT|| = minPr then

{
Delete all EGT<e> from EGT; /I EGT

}
}
return EGT;
}

I
GetSTARs (STT, minSup, minConf)
{
STARs=; //
for each icX
for each jcY
foreache cinr

{
Sup=||STT<i j>||/|ISTT<e>||; //

Conf=||STT<i j>||/||STT<i>||; //

Lift= (|ISTT<i j>||><||STT<e>||)/ ||STT<i>||*; //

if Sup=minSup /A Conf=minConf A Lift=1
STARs= {“i=j"};

}
Return STARs;

; (2)
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